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Abstract 1

Emerging research on reading prosody, an indicator of fl uent reading, is fi nd-
ing that it contributes to comprehension processing in students across elementa-
ry, middle, and secondary grades. In this study we measure the growth of read-
ing prosody and comprehension of 250 fi rst-, second-, and third-grade readers 
across the school year using the Multidimensional Fluency Scale (MDFS; Zutell & 
Rasinski, 1991). Our results show that students gradually improve their reading 
prosody and reach asymptote with grade-level text by the end of second-grade. 
We found that reading rate was not a signifi cant predictor of comprehension 
while word identifi cation accuracy and prosody accounted for 64.9% of unique 
variance in reading comprehension. Using both a three-step (Baron & Kenny, 
1986) and bootstrap resampling approach to mediation analysis (Preacher & 
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Hayes, 2004; Preacher & Kelly, 2011), we found that prosody exerts a signifi cant 
mediating eff ect on the relationship between automaticity and comprehension. 
Additional analysis revealed that a reader’s ability to accurately read connect-
ed text with appropriate pacing emerges more quickly than does expressive read-
ing and phrasing. Finally, we use the Implicit Prosody Hypothesis (Fodor, 2002) 
to advance the notion that prosodic readers may leverage reading prosody as a 
problem-solving tool to interpret ambiguous text, and thus increase reading com-
prehension.
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Prosodisches Lesen als Strategie für das 
Leseverständnis?

Zusammenfassung
Die aufstrebende Forschung zur Leseprosodie als ein Indikator für fl üssiges Lesen 
zeigt, dass Prosodie bei Schülerinnen und Schülern verschiedener Altersklassen 
zum Leseverständnis beiträgt. In der vorliegenden Studie wurde unter Ver-
wendung der Multidimensional Fluency Scale (MDFS; Zutell & Rasinski, 1991) 
die Entwicklung der Leseprosodie und des Leseverständnisses von 250 Erst-, 
Zweit- und Drittklässlern über ein Schuljahr hinweg untersucht. Die Ergebnisse 
zeigen, dass die Schülerinnen und Schüler schrittweise ihre Lese prosodie ver-
bessern und sich bis zum Ende der zweiten Klasse dem der Jahrgangsstufe ent-
sprechenden Niveau annähern. Während sich die Lesegeschwindigkeit nicht als 
signifi kanter Prädiktor des Leseverständnisses erwies, konnten die Genauigkeit 
der Wortidentifi kation und die Leseprosodie 64.9  % der Eigenvarianz beim 
Leseverständnis aufklären. Mithilfe eines Three-Step-Resamplings (Baron & 
Kenny, 1986) und eines Bootstrap-Resamplings zur Mediationsanalyse (Preacher 
& Hayes, 2004; Preacher & Kelly, 2011) konnte ein signifi kanter Mediationseff ekt 
der Prosodie auf das Verhältnis von Automatizität und Leseverständnis gezeigt 
werden. Weitergehende Analysen verdeutlichten, dass sich Lesegenauigkeit und 
angemessenes Lesetempo schneller entwickeln als die Fähigkeiten zu expressi-
vem Lesen und Phrasierung. In Anlehnung an die Implicit Prosody Hypothesis 
(Fodor, 2002) wird der Gedanke weitergeführt, dass Leseprosodie als problemlö-
sendes Hilfsmittel zum Interpretieren nicht-eindeutiger Wortlaute eingesetzt und 
das Leseverständnis dadurch verbessert werden kann. 
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Prosodie; Lesefl uss; Verständnis; Primarstufe; Leseverständnis
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1.  Introduction

The expectation of the Common Core State Standards (CCSS; CCSS, 2010) is that 
students depart 12th-grade reading at a level that is college- and career-ready 
(CCR; see Appendix A of CCSS, 2010 for more information). Unfortunately, this 
does not happen for many students (ACT, 2013). To bring coherence and intention-
ality to achieving CCR, the CCSS has quantifi ed reading attainment using Lexile 
bands that make explicit the complexity level of texts by grade level. A Lexile is a 
quantitative metric representing 1/1000th of the diff erence between the mean dif-
fi culty of primer reading material and that of an encyclopedia (MetaMetrics, 2012). 
Within the foundational skills (K-5) of the standards is the expectation that stu-
dents will fl uently read grade-level text. While much is known about the phonologi-
cal development of early readers that contributes to accuracy and automaticity (see 
Adams, 1990; Dickinson & Neuman, 2006; Stanovich, 2000; Torgesen & Hecht, 
1996), less is known about the development of prosodic reading in early readers 
and its possible relationship with other fl uency indicators and comprehension. This 
study explores the development of reading prosody and its eff ect on comprehen-
sion in fi rst-, second-, and third-grade students.

2.  Theoretical background

2.1  Decoding, Automaticity, and Fluency

Accurate and automatic decoding are fundamental capabilities for fl uent read-
ing because they allow the reader to focus their attention on text comprehension 
(Logan, 1988; Schneider, 1985). It is visual word identifi cation that is the “most 
distinctive process for reading” (Perfetti, 1999, p. 170). In a model described by 
Perfetti (1999), successful word identifi cation begins with the visual loading of a 
string of letters that then activates word forms in the mental lexicon. The reader 
develops accuracy with word identifi cation through intentional and sequential pho-
nics instruction where they learn to interpret consistencies at both the phoneme 
and rime level (Goswami, 2005). Awareness of phoneme and rime consistencies 
results in the ability to string together letters into recognizable units which pro-
vides the reader access to the lexicons of pronunciation and meaning (Compton, 
Appleton, & Hosp, 2004; Van Orden & Goldinger, 1994). However, if the process 
ended here, short term mental resources would be heavily invested in word iden-
tifi cation and comprehension would be minimized. Thus, automaticity must devel-
op to relieve overburdening the mental processes at the pronunciation and individ-
ual word meaning level.

Automaticity is the ability to perform a complex skill with little conscious men-
tal attention and eff ort (Samuels & Flor, 1997). Logan (1988) submits that auto-
matic processing is a) rapid activation, b) eff ortless and autonomous, and c) done 
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without conscious intention. Word automaticity is a reader’s ability to instanta-
neously retrieve a word from long-term memory as a whole unit, in other words, 
the word becomes available to the reader before a decoding algorithm is applied 
to unlock the word from print (Logan, 1988). Automatic processes, and specifi cal-
ly word identifi cation automaticity, are developed through practice (Schneider & 
Shiff rin, 1977; Shiff rin & Schneider, 1977).

Huey (1968), investigating reading in the early 20th century, recognized that 
fl uency “frees the mind from attention to details, makes facile the total act, short-
ens the time, and reduced the extent to which consciousness must concern itself 
with the process” (p. 104). Embedded in this statement is the notion that increas-
ingly effi  cient decoding nurtures automaticity at the word level that in turn, en-
hances reading fl uency which allows the reader to devote more cognitive attention 
to comprehension. As such, it frees the mind to engage in comprehension experi-
ences (Heilman, Blair, & Rupley, 2002). Thus, a virtuous cycle is created where 
increased word automaticity facilitates greater reading fl uency that frees atten-
tional resources to focus mental resources on meaning (LaBerge & Samuels, 1974; 
Logan, 1988; Logan & Etherton, 1994; Samuels, 2006; Torgesen & Hudson, 2006). 
Because of its relationship to comprehension the National Reading Panel (2000) 
identifi ed reading fl uency as fundamental to eff ective reading instruction (Daane, 
Campbell, Grigg, Goodman, & Oranje, 2005; Fuchs, Fuchs, Hosp, & Jenkins, 2001; 
Miller & Schwanenfl ugel, 2006; Paige, 2011; Paige, Rasinski, Magpuri-Lavell, & 
Smith, 2014; Pinnell et al., 1995; Schatschneider et al., 2004; Stecker, Roser, & 
Martinez, 1998; Young, Bowers, & MacKinnon, 1996). 

Developing in parallel with a focus on reading fl uency has been an evolving un-
derstanding of what it is. For example, a measurement view of fl uency refl ects a 
reader’s accuracy in decoding words across the time taken to read connected text 
(Hasbrouck & Tindal, 2006; Torgesen, Rashotte, & Alexander, 2001). The rate con-
cept of fl uency ignores prosody which is the ability to refl ect conversational lan-
guage when reading (Rasinski, Reutzel, Chard & Linan-Thompson, 2011). Breznitz 
(2006) moves beyond reading rate and takes a broad perspective of fl uency that 
considers a multitude of cognitive and linguistic sub-processes that work in syn-
chronization. This perspective takes into account readers’ effi  ciency in using lexical 
features of text (Perfetti, 1985, 1988). Many researchers today concur that the con-
struct of reading fl uency is manifested in the indicators of automaticity (rate), word 
identifi cation accuracy, and prosody, and acknowledge its importance to compre-
hension (Hudson, Pullen, Lane, & Torgesen, 2009; Kuhn & Stahl, 2003; Paige et 
al., 2014; Samuels, 2007; Schwanenfl ugel et al., 2006).

2.2  Prosody: Reading fl uency’s missing factor 

A simplistic view of prosody is reading with feeling. Perhaps for competent read-
ers this is a succinct and adequate defi nition while others may think of prosody 
as the “ability to make oral reading sound like authentic oral speech” (Rasinski 
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et al., 2011, p. 292). Dowhower (1991) defi nes prosodic oral reading as recogni-
tion of markers identifying appropriate use of pauses, phrasing, pitch, and stress. 
Speech production and communication of meaning are built on these components 
(Vihman, 2014). Finding answers about how competent readers get to this point 
can lead to advancing our understanding on its acquisition and contribution to fl u-
ent reading.

Prosody development and utilization in understanding oral language begins at 
birth. Initial oral language struggles encountered by an infant are the isolation and 
identifi cation of spoken words from the ambient environment. Speech has no eas-
ily discernible segmentation which makes oral word identifi cation a challenging 
task, but one the infant begins to untangle almost immediately after birth (Cole & 
Jakimik, 1980). By three to four days of age, newborns prefer their native prosod-
ic pattern to those that are foreign (Christopher, Mehler, & Sebastian-Galles, 2001; 
Mehler et al., 1988). Infants living in an English-language environment quickly 
learn that approximately 90  % of the time words are stressed on the initial sylla-
ble (strong-weak), a helpful insight that allows them to use lexical stress to break 
the stream of speech in their aural environment and enhances its understanding 
(Cutler & Carter, 1987; Thiessen & Saff ran, 2003). Sensitivity to stress represents a 
prosodic template on to which infants can fi t strings of speech (Vihman & Vellman, 
2000). These strings become prosodic phrases that enable faster encoding into 
memory (Mandel, Jusczyk, & Nelson, 1994; Mandel, Jusczyk, & Pisoni, 1995). The 
months between fi ve and nine are marked by signifi cant language learning as in-
fants learn to use lexical stress to discriminate between strong and weakly stressed 
syllables (Weber, Hahne, Friedrich, & Friederici, 2004). Lexical stress discrimina-
tion informs conditional or transitional probability (when given one event a second 
is likely to occur) to assist the infant in learning to identify word boundaries (Aslin, 
Saff ran, & Newport, 1998). Also during this short time period infants learn to iden-
tify specifi c words (Jusczyk & Aslin, 1995) and distinguish between them based on 
the probability that many syllables occur together (Aslin, et al., 1998). Prosody de-
velopment in speech for infants culminates at approximately nine months when 
they have acquired signifi cant knowledge of the prosodic properties of their respec-
tive language that is hypothesized to be important to fl uent speech and communi-
cation (Church, 1987; Cutler & Butterfi eld, 1992). Further, those children exposed 
to English prefer to hear words with a strong/weak stress, what are known as tro-
chees, as opposed to a weak/strong stress or iambs (Jusczyk, Cutler, & Redanz, 
1993). Even at this early age, children who are read to from storybooks and nurs-
ery rhymes are remembering some of the words and patterns of language, thus 
beginning the critical development of vocabulary and syntax (Jusczyk & Hohne, 
1997). In sum, infants learn to use acoustical cues to disambiguate words from the 
stream of speech occurring in their environment, eventually learning that mutual-
ly predictive syllables are likely to co-occur or cluster together. Before one year of 
age, the child has learned to use prosodic markers to untangle oral speech; mark-
ers that will later be applied to reading of text. Increasing evidence reveals that 
prosodic sensitivity found in early speech is important to phonological awareness, 
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and eventually to accuracy in word reading and spelling (Holliman et al., 2014). 
For example, Wade-Wooley (2016) found that after controlling for general word 
reading ability, children who could correctly identify the placement of lexical stress 
were better able to read multisyllabic words. While prosody is often the neglected 
component of reading fl uency, it has always been connected to language and eff ec-
tive communication. Prosody, specifi cally the rhythm of speech, has been found to 
predict unique variance in word reading and the ability to phrase connected text, 
both important indicators of fl uent reading (Dowhower, 1991; Holliman, Wood, & 
Sheehy, 2010; Miller & Schwanenfl ugel, 2008; Zutell & Rasinski, 1991). 

Prosodic reading occurs when the reader applies characteristics of prosod-
ic speech to both oral and silent reading (Bader, 1998; Carlson, 2009; Frazier, 
Carlson, & Clifton, 2006; Rasinski et al., 2011). But what is it then that distin-
guishes a prosodic reader from one who is not? While reading words accurately 
and with automaticity is important, many more cognitive processes are involved 
in prosodic reading (Kuhn & Stahl, 2003; LaBerge & Samuels, 1974; Torgeson, 
Rashotte, & Alexander, 2001). As with speech prosody, the reader must learn to 
apply stress to specifi c syllables, a marker of skilled reading (Himmelmann & Ladd, 
2008; Goswami et al., 2002; Whalley & Hansen, 2006; Wood, 2006). Prosodic 
readers are astute at recognizing informational units in text that can be bracket-
ed into phrases (Frazier et al., 2006; Goldman, Meyerson, & Cote, 2006; Koriat, 
Greenberg, & Krenier, 2002; Kuhn, Schwanenfl ugel, & Meisinger, 2010; Schreiber, 
1980, 1987, 1991; Swets, Desmet, Hambrick, & Ferreira, 2007; Schwanenfl ugel & 
Benjamin, 2016; Schwanenfl ugel, Westmoreland, & Benjamin, 2015). Bracketing 
mimics familiar boundaries of oral language by creating a cognitive architec-
ture that aids understanding by parsing text into comprehensible syntactic units 
(Beckman, 1996; Cutler, Dahan, & van Donselaar, 1997; Peppé & McCann, 2003; 
Sanderman & Collier, 1997). The ability to phrase and bracket text is thought to be 
an automatic process that is activated while reading, providing a rhythmic qual-
ity to speech that is evidence of normal reading development (Guitérrez-Palma, 
& Palma-Reyes, 2008). For prosodic reading to occur, information at the word, 
phrase, and sentence level must be integrated by the reader with semantic infor-
mation (Kinsch, 1988, 1998). Readers will often pause at the end of a clause or 
sentence to facilitate this processing (Hirotani, Frazier, & Rayner, 2006; Rayner, 
Kambe, & Duff y, 2000; Rayner, Sereno, Morris, Schmauder, & Clifton, 1989), of-
fering evidence that whether reading aloud or silently, prosody is critical for com-
prehension (Benjamin & Schwanenfl ugel, 2010; Daane et al., 2005; Gross, Millett, 
Bartek, Bredell, & Winegard, 2014; Pinnell et al., 1995). 

Laver (1997) identifi es two distinct applications of speech prosody. First, the 
rise and fall in speaking patterns can serve as a paralinguistic function to indicate 
humor or irony. A second distinction is the various types of linguistic uses where 
the speaker conveys meaning through the emphasis of a specifi c word. One exam-
ple of this is found in an annoyed request of a waiter to “PLEASE bring me a glass 
of water.” Infl ection at the end of a sentence to indicate a question and the use of 
a lower pitch to indicate a statement are other examples of linguistic uses (Peppé 
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et al., 2010). This suggests that prosody can be intentionally manipulated by the 
reader to achieve an identifi ed, desired goal refl ecting the emotion of the speaker. 
While this is a very specifi c use of prosody, what do we know about the larger use-
fulness of prosody to reading comprehension?

2.3  Connecting prosody to comprehension

In a survey of 4th-grade readers using a 4-level prosody scale, both Pinnell et al. 
(1995) and Daane, Campbell, Grigg, Goodman, and Oranje (2005) found that as 
part of fl uent reading, phrasing and oral expression were positively related to com-
prehension. In a study of 5th-grade students, Klauda and Guthrie (2008) also 
found that phrasing predicted unique variance in reading comprehension. Valencia 
et al. (2010) studied 2nd-, 4th-, and 6th-grade students in a cross-sectional study 
that assessed the power of rate, accuracy, and prosody to predict silent reading 
comprehension. The authors found that prosody explained signifi cant variance in 
comprehension that increased between grades, while rate was a non-signifi cant 
predictor at each of the three grade levels. Veenendaal, Groen, and Verhoeven, 
(2014) studied 106, normally-achieving 4th-grade Dutch children using the Multi-
Dimensional Fluency Scale (MDFS, Zutell & Rasinski, 1991) to measure prosody. 
Results showed this group to possess very good prosodic reading skills and after 
controlling for decoding which was a non-signifi cant predictor, vocabulary, syn-
tactic awareness, and prosody explained 51  % of the variance in reading compre-
hension. Of these three explanatory variables, phrasing uniquely explained 6  % of 
the total variance. In a second study, Veenendaal, Groen, and Verhoeven (2015) 
used the summative score from the MDFS and found that combined with vocabu-
lary and syntactic ability, it accounted for 46  % of variance in comprehension, with 
prosody explaining 3  % of the total variance. Also using the MDFS, Rasinski, Rikli, 
and Johnston (2009) measured the fl uent reading skills of 3rd-, 5th-, and 7th-
grade students and found moderately strong correlations to silent reading compre-
hension. Fluency and comprehension processes of generally struggling 9th-grade 
readers were studied by Paige et al. (2014) with results showing that reading pros-
ody (measured by the MDFS) and word identifi cation accuracy predicted 52.7  % of 
the variance in a standardized test of reading comprehension (automaticity was not 
a signifi cant predictor). After controlling for word identifi cation accuracy, prosody 
predicted 7  % of unique variance in comprehension, similar to the amount found 
by Veenendaal et al. (2014) in 4th-grade students. Benjamin and Schwanenfl ugel 
(2010) found that after controlling for reading automaticity and word identifi ca-
tion accuracy, prosody accounted for an additional 5.5  % of the variance in read-
ing comprehension when 2nd-grades students read an above grade level passage. 
Interestingly, when reading a grade-level passage prosody explained no variance in 
comprehension. Recently, Schwanenfl ugel and Benjamin (2017) found in a study of 
3rd-grade students that not only was lexical prosody associated with fl uent read-
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ing, it also predicted reading comprehension beyond that predicted by rate and ac-
curacy.  

In struggling readers poor sensitivity to the rhythmic features of text has been 
suggested to inhibit development of word-level reading skills (Goswami et al., 
2002; Richardson, Thomson, Scott, & Goswami, 2004). Dowhower (1987) found 
that after students had engaged in repeated reading practice, sensitivity to prosod-
ic features improved through a reduction in inappropriate pauses and an increase 
in appropriate phrasing and use of pitch (expression). Likewise, Schwanenfl ugel, 
Hamilton, Kuhn, Wisenbaker, and Stahl (2004) also found that as decoding skills 
increased, prosodic reading improved. These results suggest that as the reader im-
proves in their ability to accurately read connected text with automaticity, improve-
ments in prosodic reading may occur. This is consistent with Perfetti’s verbal effi  -
ciency theory (1985) as well as LaBerge and Samuels (1974) theory of automaticity 
that both hypothesize that as text processing becomes increasingly automatic, cog-
nitive resources are freed which can then be directed to the prosodic processing of 
text. 

Using the three indicators of fl uent reading the tandem theory (Paige et al., 
2014) provides an explanation regarding the role of prosody in comprehension. 
The theory assumes the reader’s goal is to a) understand the text and b) invoke ap-
propriate comprehension monitoring while reading. With these in place the read-
er accurately decodes the words and applies appropriate prosody to the text. This 
frees the reader to intentionally adjust reading rate up or down in tandem with 
their perceived level of comprehension. If comprehension occurs easily, the read-
er may increase their reading rate. However, if comprehension is diffi  cult the rate 
may be decreased, even to the point of re-reading. Within the theory prosody can 
be applied by the reader at potentially two levels, fi rst as a foundational cognitive 
architecture supporting text-base comprehension (Kintsch, 1988) and secondly, as 
a potential problem-solving tool for resolving textual ambiguity (Fodor, 2002). 

During silent reading readers generate mental prosodic-phonological written 
text representations that Fodor (2002) refers to as implicit prosody (Ashby, 2006; 
Ashby & Clifton, 2005; Chafe, 1988; Frost, 1998; Savill et al., 2011). While sentence 
structure is represented by phonological encoding, it is often insuffi  cient in the res-
olution of ambiguous word structures (Fodor, 2002; Slowiaczek & Clifton, 1980). 
The implicit prosody hypothesis (IPH; Fodor, 2002) suggests that when reading si-
lently the reader projects a default prosodic contour onto the text that is language 
specifi c. However, when faced with sentence ambiguity, the default contour may 
be inadequate in understanding the text. In such a case the reader may intention-
ally apply a variety of contours, eventually favoring the one that is most helpful 
in interpreting the sentence structure. In other words, reader auditions diff erent 
prosodic interpretations of the text until one is found that seems to be a best fi t 
for meaning. This essentially becomes a problem-solving strategy that provides the 
reader with a mechanism to better understand the text. It would also seem that 
the reader must be profi cient enough in decoding to actively monitor their com-
prehension in order to recognize sentence ambiguity in need of resolution. The 
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IPH suggests that even with little textual cuing, the reader projects prosodic ele-
ments onto a text that helps in the resolution of text ambiguity that ultimately as-
sists comprehension. This is hypothesized to occur whether reading aloud or si-
lently. Physiological behaviors regarding prosody have been noted by researchers 
studying eye movements in reading that has shown prosodic information is ac-
cessed and then applied to the text on an implicit basis (Ashby, 2006; Fodor, 1998, 
2002; Kitagawa & Fodor, 2014). It has also been found that readers who encounter 
ambiguous syntactic structures favor syntactic replacements that allow for suitable, 
alternating rhythm of strong and weak syllables (Kentner, 2012, 2015; Kentner & 
Vasihth, 2016; McCurdy, Kentner, & Vasishth, 2013). 

Using the Multi-Dimensional Fluency Scale rubric (Zutell & Rasinski, 1991) to 
analyze oral reading prosody, the present study investigates the development of 
prosodic reading in 1st-, 2nd-, and 3rd-grade students by examining the following 
research questions:
• What is the developmental trajectory of prosodic reading across fi rst, second, 

and third grade students?
• If present, what are the diff erences in the rate of emergence of prosodic reading 

indicators?
• To what extent does prosody predict unique variance in comprehension after ac-

counting for automaticity and accuracy?
For clarity, we use the term accumaticity to refer to the measurement metric re-
fl ecting automaticity and word identifi cation accuracy, or what is often called 
words-correct-per-minute (WCPM). We will use the term fl uency to refer simulta-
neously to the three indicators of fl uent reading, that is, automaticity, word identi-
fi cation accuracy, and prosody (Samuels, 2007).

3.  Method

3.1  Participants

This study was conducted in a suburban county outside a large city in the south-
central U.S. Children participating in this study come from households in a coun-
ty where 91.7  % of residents have graduated from high school and 40  % of adults 
possess a Bachelor’s degree. The median household income of the district is 
$83,000 making it close to twice that of the state. The percentage of students re-
ceiving free- or reduced-price lunch across the study schools varied from a low 
of 2.8  % to a high of 52.3  % with the mean being 24.0  % and the median 21.1  %. 
Students attending the study schools were of primarily European-American ethnic-
ity (91.6  %), while some were African-American (4.2  %), and the remainder came 
from Hispanic, Latino, and Asian populations (4.2  %). Exactly 49 and 51 percent of 
students enrolled in the study are female and male respectively with approximately 
6.4  % diagnosed with mild to moderate learning disabilities. No students receiving 
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English language support services were enrolled in the study. First-grade students 
averaged six years three months of age at the time of the study, 2nd-grade students 
averaged seven years three months of age, while the mean age for 3rd-grade stu-
dents was eight years two months. 

3.2  Participant selection

To select participants from 10 schools involved in the study, 22 teachers were ran-
domly selected from the 92 who instructed 1st-, 2nd-, and 3rd-grade students. All 
students attending the 1st-, 2nd- and 3rd-grades in these 22 classrooms were asked 
to return parental informed consent forms with 89  % doing so (511 students). From 
this pool, 100 1st-, 100 2nd-, and 100 3rd-grade students were randomly select-
ed. At the conclusion of the study data had been fully collected for 85 1st-, 75 2nd-, 
and 90 3rd-grade students (n = 250).

3.3  Assessments

3.3.1  The Gray Oral Reading Test-5 

The Gray Oral Reading Test-5 (GORT; Wiederholt & Bryant, 2012) is a normative, 
standardized assessment of oral reading profi ciency obtained through a series of 
increasingly diffi  cult narrative reading passages ranging between approximately 
100 to 250 words. The test administrator records the number of reading word rec-
ognition miscues (mispronunciations, omitted and inserted words) and the time re-
quired to read each passage. Students read passages until a basal and ceiling lev-
el are obtained, at which point the assessment is discontinued. Separate scores are 
reported by the GORT-5 for word reading accuracy and automaticity. After read-
ing each passage aloud, the student then answers a set of fi ve factual and inferen-
tial comprehension questions. The student silently reads each question and choos-
es from among four multiple-choice answers. Coeffi  cient alpha reliabilities reported 
by the test authors are .92 for both accuracy and automaticity, and .94 for compre-
hension. Test-retest coeffi  cients equal to .90 (automaticity), .85 (accuracy), and .82 
(comprehension).

3.3.2  The Multi-Dimensional Fluency Scale.

The Multi-Dimensional Fluency Scale (MDFS; Zutell & Rasinski, 1991) is a rubric 
for assessing fl uent oral reading. The MDFS uses four indicators to evaluate a stu-
dent’s reading which includes the use of expression, phrasing, smoothness (accu-
racy in word reading), and pacing (automaticity). The quality of each indicator is 
rated on a scale of 1 to 4, with 4 representing the best performance. Sub-scores 
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are summed to obtain an overall rating ranging from 4 to 16, with a score of 12 or 
better indicating fl uent reading. The MDFS has been found to be a valid and reli-
able instrument in multiple studies (Paige et al., 2014; Rasinski, 1985; Rasinski et 
al., 2009). Moser, Sudweeks, Morrison, and Wilcox (2014) used a generalizabili-
ty study (G study) of two raters where the MDFS was found to have reliability co-
effi  cients ranging from .94 to .97 for narrative text and .92 to .98 for informational 
text, suggesting high consistency between raters. 

Reading passages from which prosody scores were evaluated using the MDFS 
were obtained from the GORT-5 (Wiederholt & Bryant, 2012). Passages were se-
lected whose Lexile scores were within the CCSS (2010) Lexile grade-level bands. 
For the fall and spring assessments, 1st-grade students read Form A story 3 (250L), 
and for the winter they read story 2 (270L) from Form B (note the CCSS makes no 
Lexile recommendation for the 1st-grade level). 2nd-grade students read Form A, 
story 2 (410L), in the fall and spring, and story 4, Form B (450L) in the winter. 
3rd-grade students read Form A story 4 (520L) in the fall and spring, and story 4 
(530L) from Form B in the winter. Students were instructed to use their best read-
ing voice and then asked to read aloud the full passage while being recorded on a 
laptop computer. To score the 750 readings gathered for the present study (each 
of the 250 students were assessed at three points across the school year), four 
graduate students in literacy were trained over two days in the use of the MDFS. 
Raters were led in training by one of the study authors, an expert in prosody scor-
ing using the MDFS. A total of 50 readings were analyzed using a scaff olded train-
ing approach where raters learned to evaluate each of the four dimensions of the 
MDFS rubric. By the end of the second day all four raters were consistently agree-
ing (90  % or greater) with the expert rater. Remaining readings were then analyzed 
by each of the four raters and the study author with the fi nal metric being the av-
erage of the fi ve raters. To fully understand the variability in student scores and 
the factors accounting for it in the present study, a two-facet, fully crossed, gen-
eralizability study (G study) that random sampled 177 students across two of the 
time periods using fi ve raters (four raters plus one of the authors of this study) 
was conducted (Smith & Paige, 2017). The resulting relative error variance for stu-
dent by rater by time (error) was σδ2  = 3.15 while the generalizability coeffi  cient was 
E ρ2 = .80. The amount of variance in student scores as analyzed using the MDFS 
attributable to rater eff ects was 0. The main eff ect of time was also 0. Individual 
diff erences between student scores explained 63  % of the total variability. This is 
analogous to the true score variance among the objects of measurement in classi-
cal test theory and not a source of error (Shavelson, Webb & Noren, 1991). The in-
teraction of student and time accounts for 29  % of the total variability indicating 
scores, when averaged by student and time, diff er signifi cantly. The total percent 
of variability in scores explained by student diff erences and the interaction of time 
and students is 93  %. The amount of unexplained variance in the scores is approx-
imately 7  %.
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3.3.3  Assessment administration.

To gather the assessment measures, a district team composed of 15 literacy coach-
es was assembled to administer the fl uency assessment at three points (fall, winter, 
and spring) across the school year. Assessment administrators were trained in two 
2-hour sessions. In the fi rst session an overview of the project was given, followed 
by an explanation of the fl uency assessments. Trainees were then put into pairs to 
engage in peer-to-peer administration practice. In the second session all coaches 
again practiced administering the GORT assessment in teams of two. Each coach 
administered the assessment to two diff erent peer coaches who acted as an ele-
mentary school reader. 

4.  Results

4.1  Interrater reliability

The GORT-5 assessment was administered three times to approximately 250 stu-
dents with all assessments graded by the researchers. To establish interrater reli-
ability of the scoring process, a random sample of 150 assessments (20.0  %) were 
independently graded by two of the researchers on the measures of automaticity, 
word identifi cation accuracy, and comprehension. Scores for each of the two rat-
ers were then analyzed for reliability. The resulting Cohen’s kappa statistic was 
equal to .93 suggesting high interrater reliability commensurate with those report-
ed above by the test authors.

4.2  Descriptive fi ndings

Table 1 shows the means and standard deviations for the measured variables by 
grade level while bivariate correlations are shown in Table 2. Inspection of the 
means reveals increasing reading profi ciency across all grades and measurement 
periods with the exception of the fall of second-grade where several of the mea-
sures decline from the previous spring. We compared the raw score means to the 
percentile rank from the GORT-5 Examiner’s Manual and found that attainment 
for this group of students ranged between the 50th and 75th percentile depend-
ing on grade-level, indicating average to better than average reading achievement. 
Table 1 also reveals increases in the MDFS prosody scores across all measurement 
periods through the spring of 2nd-grade, by which time students had reached a 
score of 12, indicating fl uency profi ciency. After the spring of 2nd-grade, no further 
increases are noted until a small increase equal to .12 is found in the spring of 3rd-
grade. This suggests a developmental trajectory that has reached asymptote. The 
table of bivariate correlations reveals statistically signifi cant (p = .01) and general-
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ly large relationships among the majority of variables, particularly those among the 
MDFS and the GORT. While still large, the correlations are smallest among com-
prehension and indicators of fl uent reading.

4.3  Research question one

The fi rst research question explores the developmental trajectory of prosodic read-
ing across fi rst-, second-, and third-grade students. To determine where statistical-
ly signifi cant change occurs across grades and assessment periods, we used a mixed 
design consisting of one, 3-level within factor (time of year: fall, winter, spring) 
and one, 3-level between factor (grade: 1st, 2nd, and 3rd). Analysis was then con-
ducted using repeated measures, univariate analysis of variance (ANOVA). This re-
sulted in an analysis of prosody by time and grade, and for the simple eff ects of 
grade by time. A Bonferroni adjustment was applied to all analyses to account for 
potentially infl ated Type I errors.

We began by testing for the assumption of sphericity with Mauchly’s test in-
dicating a violation χ2(2) = 29.00, p < .001, therefore degrees of freedom 
were corrected using Greenhouse-Geisser estimates (ε = .90). The test re-
sults shown in Table 3 for the main eff ect of time on prosody was signifi cant, 
F (1.8, 444.57) = 51.84, p < .001, η2 = .17, suggesting diff erences across the three 
measure ment periods (Figure 1).

6,8
8,1
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10,5 11,0
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Fall Winter Spring Fall Winter Spring Fall Winter Spring
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Figure 1:  Prosody Means by Time by Grade
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The test for between-grade eff ects (Table 3) was statistically signifi cant, 
F (2, 247) = 48.26, p < .001, η2 = .28 with pairwise comparisons revealing statisti-
cally signifi cant diff erences between 1st- and 2nd-grade (p < .001), but not between 
2nd- and 3rd-grade (p = .113). Pairwise comparisons for the eff ect of time on pros-
ody show statistically signifi cant diff erences between fall and winter (p < .001), and 
winter and spring (p < .001). 

Table 3:  Analysis of Variance Results for Main Eff ects and Interaction Eff ects of Time by 
Grade

Variable df MS F η2

Main eff ect of time (1.8, 444.57) 163.97 51.84*** .17

Main eff ect of grade (2, 247) 419.24 48.26*** .28

Time x grade (3.6, 444.57) 29.55 9.34*** .07

Note. ***p < .001.

In addition to main eff ects of time and grade on prosody being signifi cant, results 
(Table 3) revealed that the interaction eff ect of time and grade was also signifi -
cant, F (3.6, 444.57) = 9.34, p < .001, η2 = .07. An analysis of the simple eff ects us-
ing pairwise comparisons with a Bonferroni adjustment revealed statistically sig-
nifi cant diff erences in prosody for fi rst-grade between fall and winter, (p < .001), 
and winter and spring (p = .012), and for second-grade between fall and winter 
(p < .001), but not between winter and spring (p  = .078). For 3rd-grade a statisti-
cally signifi cant drop in prosody (p < .001) was found between fall and winter, with 
no change between winter and spring.

4.4  Research question two

The second research question asks if the four indicators of prosodic reading (pac-
ing, smoothness, expression, and phrasing) develop equally, or if variance exists in 
their emergence across grades (Figure 2). 

Inspection of Table 1 shows the means for pacing and smoothness are generally 
larger than those for expression and phrasing, suggesting developmental diff erenc-
es. The bivariate correlations in Table 2 reveals the relationships between smooth-
ness/pacing and expression/phrasing are larger than for other combinations of 
these four variables. Based on these fi ndings, we hypothesized that smoothness and 
pacing may develop more rapidly than do expression and phrasing. To test this hy-
pothesis we created individual composites for smoothness, pacing, expression, and 
phrasing. We then summed the scores for each variable across the fall, winter, and 
spring measures and divided by three to obtain a mean score. We then conducted 
paired-sample t-tests among pacing, smoothness, expression and phrasing to de-
termine the extent to which they diff ered with results shown in Table 4. 
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Table 4:  Results for t-test Diff erences for Smoothness, Pacing, Expression, and Phrasing

Smoothness
df = 249

Pacing
df = 249

Expression
df = 249

Pacing 4.78***
d = .11

Expression 7.23***
d = .28

11.30***
d = .37

Phrasing 10.25***
d = .35

14.62***
d = .44

2.91***
d = .08

Note. ***p < .001

After applying a Bonferroni adjustment, tests for all six comparison pairs were 
found to be statistically signifi cant; however, what is more revealing are the mag-
nitudes in the diff erences as measured by Cohen’s d. Using interpretations from 
Hopkins (2006), the diff erences in magnitude for pacing and smoothness (d = .11) 
were negligible when compared to those for pacing and expression (d = .37, mod-
erate), pacing and phrasing (d = .44, moderate), and smoothness and expression 
(d = .28, small). For the variables phrasing and expression the diff erence in magni-
tude was also negligible (d = .08), while diff erences between phrasing and smooth-
ness (d = .35), phrasing and pacing (d = .44, moderate), expression and smooth-
ness (d = .28, small) and expression and pacing (d = .37, moderate) were larger. 
With these results providing evidence that smoothness-pacing, and expression-
phrasing emerge together, we proceeded to form two variables we call a) smooth 
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pacing, and b) expressive phrasing. These two variables were formed by aggregat-
ing across grade and time to create unitary measures (see Figure 3). 

To determine if smooth pacing and expressive phrasing emerged diff erently in 
readers, we conducted one paired-sample t-test of the two means. Results in Table 
5 show a statistically signifi cant diff erence that bordered on a small to moderate ef-
fect, t (249) = 11.42, p < .001, d = .32 revealing diff erences in the emergence of the 
two variables. We also conducted paired-sample t-tests with a Bonferroni adjust-
ment by grade (Table 5) which resulted in statistically signifi cant diff erences with 
small to moderate eff ects between smooth pacing and expressive phrasing at the 
1st-, t (84) = 6.87, p < .001, d = .36, 2nd-, t (74) = 7.01, p < .001, d = .41, and 3rd-
grade, t (89) = 6.01, p < .001, d = .34, levels.

4.5  Research question three

To determine the contributions of automaticity, word identifi cation accuracy, 
smooth pacing, and expressive phrasing to reading comprehension, we fi rst creat-
ed composite variables for each variable by summing scores across the fall, winter, 
and spring measures, and then divided by three. We then regressed the four vari-
ables onto comprehension: automaticity, word identifi cation accuracy, smooth pac-
ing and expressive phrasing. Initial fi ndings showed that smooth pacing and auto-
maticity were not signifi cant predictors so both were eliminated from the model. 
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Table 6:  Hierarchical Regression Analysis for Fluency Measures Predicting 
Comprehension

B SE β β R2 ΔR2 t

Constant 3.68 .94

Word Identifi cation Accuracy .461 .049 .582 .624 9.33***

Expressive Phrasing 2.46 .582 .264 .649 .025 4.23***

Note. ***p < .001.

Final results in Table 6 show that word identifi cation accuracy and expressive 
phrasing explained 64.9  % of the variance in comprehension, F (2,240) = 223.06, 
p < .001, d = 1.36. Beta coeffi  cients were equal to .582 (t = 9.33, p < .001) for accu-
racy and .264 (t = 4.23, p < .001) for expressive phrasing. Word identifi cation ac-
curacy accounted for 62.4  % of the variance while expressive phrasing contributed 
an additional 2.5  % to comprehension.

4.6  Mediation analysis

Prosody has been found to mediate the relationship between accumaticity and 
comprehension in secondary students (Paige et al., 2014) and the result that ac-
cumaticity was not a signifi cant predictor of comprehension leaves open the pos-
sibility that this same phenomenon is occurring in the present study. To test this 
possibility we used a three-step mediation analysis (Baron & Kenny, 1986) with 
bootstrapping which has been found to increase the stability of parameter esti-
mates (Preacher & Hayes, 2004; Preacher & Kelley, 2011). To show a mediation ef-
fect, Baron and Kenny state that variable X must be correlated with both Y and M, 
and M must be correlated with Y. Additionally, M must be correlated with Y while 
controlling for X. Finally, the direct eff ect of X on Y must be eliminated or reduced 

Table 5:  Means (sd) and t-test Results for Diff erences Between Smooth Pacing and 
Expressive Phrasing by Grade.

Grade

Variable Total 1 2 3

Smooth Pacing 2.75 (.91) 2.12 (.95) 2.94 (.73) 3.18 (.66)

Expressive Phrasing 2.46 (.90) 1.80 (.85) 2.64 (.73) 2.95 (.69)

t 11.42*** 6.87*** 7.01*** 6.01***

(df) (249) (84) (74) (89)

d .32 .36 .41 .34

Note. ***p < .001. d = Cohen’s d.
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when Y is regressed on M and X. The path model defi ning the relationships among 
the tested variables is shown in Figure 4. 

We began by regressing expressive-phrasing onto automaticity (path a), then 
comprehension onto expressive-phrasing (path b), followed by comprehension onto 
automaticity (path c). 

Table 7:  Regression Results for the Mediation of the Eff ect of Automaticity on 
Comprehension by Prosody

Model/(path) Estimate SE 95  % CI (lower) 95  % CI (upper)

AUTO – PROS (a)
R2

M.X

.072***

.708
.003 .066 .078

PROS – COMP (b) 2.19*** .685 .842 3.542

AUTO – COMP (c’)
R2

Y.MX

.462***

.624
.032 .347 .577

AUTO – COMP (c)
R2

Y.X

.619***

.608
.032 .556 .683

Note. Estimates for model/path eff ects are standardized coeffi  cients (betas). R2
M.X is the proportion 

of variance in prosody (M) explained by automaticity (X). R2
Y.MX is the proportion of variance in 

comprehension (Y) explained by prosody (M) and automaticity (X). R2
Y.X is the proportion of variance in 

comprehension (Y) explained by automaticity (X). CI = confi dence interval.
***p < .001.

Results in Table 7 show that the regression model meets the Baron and Kenny cri-
teria to state that prosody asserts a partial, mediating eff ect on the relationship 
between automaticity and comprehension. Table 7 shows the beta coeffi  cients as-
sociated with each of these conditions were all signifi cant at p < .001. The eff ect 
of automaticity on comprehension is reduced from .619 to .462 when expressive-
phrasing is added to the equation which makes the eff ect of prosody measured 
by Cohen’s kappa of ĸ2  = .157 (Preacher & Kelley, 2011), a moderate-sized eff ect 
(Hopkins, 2006). The reader should be aware that Preacher and Kelley recommend 
caution in applying a qualitative descriptor to eff ect sizes.

 

 

 

 

Prosody (M) 

Comprehension (Y) 

Path a: Indirect Effect: 
Std. Beta = .072 

Path b: Indirect Effect 
Std. Beta = 2.19 

Path c Total Effect: 
Std. Beta = .62  

c’ Direct Effect (controlling for prosody): 
Std. Beta = .46 

Automaticity (X) 

Figure 4: Pathway of Mediation Analysis
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To account for possible weaknesses in the Baron and Kenny model, we con-
ducted a resampling approach to increase the stability of the parameter estimates 
(Preacher & Hayes, 2004; Preacher & Kelley, 2011). Table 7 shows the 95  % confi -
dence intervals calculated through SPSS’s bias corrected bootstrap for total, direct, 
and indirect eff ects of the mediation model. As the confi dence intervals do not in-
clude 0, it can be concluded that all eff ects are signifi cant considering a null hy-
pothesis of b = 0. To test the indirect eff ect (ab) for signifi cance we used the nor-
mal theory test which is available as an add-on developed by Hayes (2013). Results 
of both the traditional approach (Baron & Kenny, 1986) and the more robust boot-
strap estimation (Hayes, 2013) indicate that prosody exerts a signifi cant mediating 
eff ect on the relationship between automaticity and comprehension.

5. Discussion

The present study measured word reading accuracy, automaticity, prosody, and 
comprehension in a randomly selected group of 250 1st-, 2nd-, and 3rd-grade stu-
dents from a suburban, upper-middle class school district. Our goal was to fi rst, 
identify the developmental trajectory of prosodic reading behaviors across grades 
one to three. We next sought to determine if diff erences existed in the emer-
gence of prosodic reading indicators, and fi nally we analyzed the extent to which 
the three indicators of fl uent reading predicted reading comprehension. We found 
that by the end of 2nd-grade, students had achieved a criterion of 12 (maximum 
score = 16) on the MDFS, a score suggesting acceptable prosodic reading, with no 
subsequent growth throughout the 3rd-grade. This result suggests that students 
had reached asymptote in prosodic reading by the end of second grade. It is impor-
tant to remember that the MDFS has a range of 4 to 16, so our results do not rep-
resent ceiling eff ects due to constraints of the measurement instrument. Simple ef-
fects analysis revealed that assessment time (fall, winter, spring), grade level, and 
the interaction of the two, explained growth in reading prosody. 

We were also interested in determining if diff erences existed in the rate of 
emergence of the four MDFS indicators associated with prosodic reading. After col-
lapsing the four indicators into two variables we named smooth-pacing (akin to 
accumaticity) and expressive-phrasing, we found that students progressed more 
quickly in the development of smooth-pacing than they did in expressive-phras-
ing. Finally, we wanted to know the extent to which comprehension variance was 
explained by the measures of word identifi cation accuracy, automaticity, smooth-
pacing, and expressive-phrasing. Results revealed that accumaticity and smooth-
pacing were not signifi cant predictors of comprehension, while word identifi cation 
accuracy and expressive-phrasing (prosody) accounted for 64.9  % of comprehen-
sion. Our results further emphasize the importance of reading prosody by a) de-
scribing the emergence of prosodic reading development in early elementary stu-
dents; b) providing empirical evidence that young readers progress more quickly 
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in their development of reading automaticity and accuracy than in the application 
of expression and phrasing; and c) showing that prosody in the form of expressive-
phrasing contributes unique variance to reading comprehension in early elementa-
ry students. 

These results provide a comparison to those of Schwanenfl ugel et al. (2004). 
In their study of 1st- through 3rd-grade students drawn primarily from lower-SES 
households, the authors measured numerous reading features contributing to auto-
maticity and fl uent reading development. In contrast to ours, their results did not 
fi nd that connected text reading predicted comprehension, rather, they support a 
simple reading fl uency model where text reading fl uency functions as an addition-
al indictor of fl uent reading. On the other hand, our results strongly support con-
nected text reading as a predictor of reading comprehension and specifi cally illumi-
nates the role of prosody in sentence-parsing skills (Jenkins, Fuchs, van den Broek, 
Espin, & Deno, 2003; Schreiber, 1980, 1987). We agree with Schwanenfl ugel et al. 
(2004) who suggest the developmental level of the reader must be considered in 
evaluating the contribution of prosodic, connected-text reading to comprehension. 
Studies reviewed earlier by Veenendaal et al. (2014, 2015) exploring prosodic read-
ing in Dutch 4th-grade students with profi cient levels of fl uency also found results 
similar to ours that support the notion that reading profi ciency is important to the 
emergence of prosodic reading. Our sample of students with fl uent reading skills, 
as well as those from the Veenendaal et al. studies, suggest that decoding develop-
ment acts as a foundation for prosodic reading in students possessing profi cient 
decoding skills. 

Of importance to our fi ndings is an understanding of how to interpret the 
unique contribution of prosody to reading comprehension. We found that auto-
maticity, or reading pace, was not a signifi cant predictor of reading comprehen-
sion, which puts our results in alignment with those of Veenendaal et al. (2014) 
and Valencia et al. (2010). Our mediation analysis found that expressive reading 
accounted for a signifi cant amount of the variance between automaticity and com-
prehension, further supporting the idea that decoding profi ciency is important to 
support prosodic reading. Our fi nding that rate or automaticity was not a signifi -
cant predictor of reading comprehension also provides support for the tandem the-
ory (Paige et al., 2014) that hypothesizes how the indicators of fl uent reading inter-
act to support comprehension. Our results show the average student in this study 
read with acceptable prosody and average or better rate, word identifi cation accu-
racy, and comprehension. The fact that rate was under control by the reader and 
did not predict comprehension suggests students were able to adjust rate in rela-
tion to comprehension while using prosodic reading skill in the form of expres-
sive phrasing to assist with comprehension. Our results also provide some support 
for the implicit prosody hypothesis (IPH) that suggests when confronted with am-
biguous text, the reader may project several diff erent prosodic contours onto the 
text, in a trial and error fashion, choosing the one that seems most natural (Fodor, 
2002). In so doing, this process may infl uence or be helpful to the reader in resolv-
ing ambiguous syntax, thus aiding comprehension. Critical to the IPH hypothesis 
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is that the reader possess suffi  ciently developed prosodic reading skills to engage 
in the process. Our results show that a) students in the study had well developed 
pros odic reading ability and b) that prosody contributes to explaining unique vari-
ance in reading comprehension beyond that of other fl uency indicators. Our as-
sessment of prosody considered the extent to which the reader applied it across the 
entire reading passage, not just too a specifi c phrase or sentence, while the IPH ad-
dresses the use of prosody in specifi c instances of textual ambiguity. As such, pros-
ody may contribute to textual understanding in potentially two ways. The fi rst as 
suggested by other researchers reviewed earlier, is in the creation of an overall or 
macro-level cognitive architecture that functions as a foundation for understand-
ing. The second use of prosody is on an occasional basis where it is employed as a 
problem-solving tool used to resolve ambiguous meaning at the phrase level. 

If prosody is important on both a macro- and micro-level, then how should we 
interpret the 2.5  % of explained variance in comprehension that by Cohen’s (1988) 
rule-of-thumb interpretation is trivial in size? To avoid misleading conclusions 
Cohen himself, as well as multiple researchers since, suggest that applying a rule-
of-thumb interpretation of eff ect sizes may result in the dismissal of important re-
sults (Hill, Bloom, Black, & Lipsey, 2008; Kane, 2004; McCartney & Rosenthal, 
2000; Prentice & Miller, 1992). Hill et al. (2008) suggest that the research base 
regarding the variable of interest, the research context, and the participant sub-
group of interest are some of the factors to be considered in eff ect size interpreta-
tion. The research base investigating the eff ect of prosody on comprehension is still 
emerging as relatively few studies have been conducted with some fi nding statis-
tically signifi cant eff ects for prosody while others have found none. Secondly, the 
tools for measuring prosody vary according to the academic orientation of the re-
searcher, while analysis of results also diff er from correlation and hierarchical re-
gression analyses, to other designs. Moreover, the limited range (4-16) of scores 
possible with the prosody metric used in the present study restricts the possibil-
ity of more robust relationships between prosody and comprehension. Third, the 
studies that have found statistically signifi cant eff ects of prosody on comprehen-
sion have reported eff ect sizes in the single-digit range. Fourth, in addition to the 
present study, one other analyzing secondary students (Paige et al., 2014) has 
found that prosody mediates a signifi cant amount of variance between auto maticity 
and comprehension, a fi nding that further specifi es the eff ect of prosody. While 
few individuals wish to listen to anyone read aloud in a robotic voice devoid of 
pros ody, this fundamental level of prosodic reading may prepare the stage for its 
use as a problem-solving tool. We also suggest that readers with generally accept-
able decoding profi ciency who eff ectively monitor their comprehension have suffi  -
ciently developed reading skills to invoke the use of prosody as a problem-solving 
strategy. As such, the importance of its small eff ect size is suggestive not so much 
of its relative importance to overall comprehension, but rather, to the critical im-
portance of prosody as a problem-solving strategy for use with ambiguous text 
when nothing else will suffi  ce. In such cases the seemingly small eff ect size of pros-
ody may defy its critical importance to the reader.
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The fi nding of prosody’s contribution to reading comprehension suggests that 
prosody should be part of an eff ective reading instruction curriculum in the pri-
mary grades. Simple instructional activities such as teachers’ modeling and expla-
nation of expressive reading to students and setting up instructional scenarios in 
which students engage in repeated readings of texts in order to improve their ex-
pressive oral interpretation of the texts may lead to increases in overall reading 
achievement. Indeed, classroom-based studies have shown that such prosody-fo-
cused instruction can have positive eff ects on achievement in students through 
grade 4 (e.g., Griffi  th & Rasinski, 2004; Martinez, Roser, & Strecker, 1999; Young 
& Rasinski, 2009).

5.1  Study limitations

The student population in this study was randomly drawn from primarily upper-
middle class households; as such, our results do not consider those from generally 
lower-SES backgrounds. Because of this we caution the reader in the interpretation 
of our results. Our study is also limited to a single geographic location. The inclu-
sion of students from multiple locations of the country may yield diff erent results. 
The reader should be aware that the MDFS is just one way of measuring prosody 
and that other methodologies may, and in fact have, yielded diff erent results. Other 
methodologies include prosody analysis using speech software that can analyze and 
measure speech data in ways not possible using reading rubrics. While the rubric 
used in this study (MDFS) has been shown to be highly reliable when raters are 
properly trained, use of speech analysis software may have yielded diff erent results. 

5.2  Future research

The fi rst question concerns the maintenance of prosodic reading as students’ prog-
ress through grades. In other words, as text complexity increases, are prosodic 
reading behaviors developed in elementary school maintained in upper grades and 
how much reading is required to maintain fl uent reading? Another question asks 
what outcomes might be obtained for a group of readers who struggle with read-
ing acquisition, and what is the trajectory of their prosody development? Does the 
maintenance of prosodic reading require diff erent amounts of time-spent-reading 
depending upon the extent to which the reader exhibits fl uent reading? To what ex-
tent does the maintenance of reading prosody depend on the amount of continued 
practice with increasingly complex text? Finally, what factors determine when or if, 
readers from lower-SES backgrounds achieve prosodic reading?
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